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The rapid buildout of global digital infrastructure, including multiple data center campuses with

power demands >100 MW (see Many giant data center projects advance despite risks), is placing a

growing strain on local electricity and water systems, as well as testing the patience of local

communities. Hyperscale facilities, colocation companies and real estate developers typically

negotiate siting and utility service agreements under non-disclosure terms, announcing projects

only after decisions are effectively final. This practice has increasingly provoked resistance from

residents and local stakeholders that feel excluded from early planning consultation (see In the

US, data center pushback is all about power).

In the face of public opposition to data center plans, Microsoft’s Community-First AI Infrastructure

Plan, launched in January 2026, targets major concerns surrounding new data center campuses:

rising electricity costs, heavy water use, limited local job creation and large tax breaks (see

Building community-first AI infrastructure and Table 1). It also includes a commitment to invest in

workforce training and local nonprofit organizations. Microsoft’s plan is intended to smooth the

acceptance of new data centers; its success will depend on whether Microsoft’s actions align with

the stated commitments.

Table 1 Microsoft’s Community-First AI Infrastructure Plan

https://intelligence.uptimeinstitute.com/many-giant-data-center-projects-advance-despite-risks
https://intelligence.uptimeinstitute.com/us-data-center-pushback-all-about-power
https://intelligence.uptimeinstitute.com/us-data-center-pushback-all-about-power
https://blogs.microsoft.com/on-the-issues/2026/01/13/community-first-ai-infrastructure/
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Microsoft’s plan and similar commitments from OpenAI, Google, QTS, CoreWeave, Digital Realty,

Equinix, and other operators to pay their fair share for electricity and share more project specifics

appear to address the emerging public concerns. Their ultimate effectiveness will depend on how

well operators actually increase project transparency and the operational performance of their

large-scale data centers.

Data center campus expansion

Early hyperscale facilities typically expanded in 100–150 MW phases, as demonstrated by Google's

campuses in Council Bluffs (Iowa, US) and Pryor (Oklahoma, US), which eventually grew to

400–500 MW over the course of a decade. Their electricity and water needs were manageable with

the existing infrastructure, generating little controversy.

Today’s hyperscale projects launch with initial phases of 300–1,600 MW and planned buildouts

reaching 3 GW or more over 10 years. In Wisconsin (US), five announced campuses are expected to

consume 3.15 GW by 2028, with long-term demand projected at 8.05 GW (see Table 2). With the

state's 2025 peak demand at 17.1 GW, the near-term increase equals 18% of current demand, and

long-term growth could reach 47% of demand.

Table 2 Planned data center builds in Wisconsin (US)

Wisconsin reflects a broader national and global trend: massive, often opaque expansion of energy

and water use driven by hyperscale development. The impact of this expansion — frequently

obscured by non-disclosure agreements and vague disclosures — is straining community trust

and challenging local, regional and national officials.

As an example, QTS was in secret negotiations with officials from the village of DeForest

(Wisconsin, US) for 7 months prior to the public announcement of the 1.6 GW project in October

2025. The officials rejected the annexation petition for the data center site (a key step in the
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project approval) in response to strong public opposition.

Energy generation buildout

Utilities and energy developers face substantial financial risk when building the required

generation and transmission assets, with these costs ultimately borne —at least in part — by the

ratepayer. Although Microsoft and others have pledged to pay their “fair share,” the term remains

undefined among operators, utilities, regulators and consumer advocates. Final cost-allocation

frameworks will be shaped through public hearings, utility commission rulings and legislation,

with final outcomes varying across geographic markets. To date, data center operators in Ohio (a

US state served by transmission operator PJM) and other jurisdictions have actively resisted

mandates requiring them to assume full electrical infrastructure costs. Converting voluntary

pledges into binding commitments will be essential as these megaprojects advance.

Rapid growth in data center energy demand will require extensive construction of electricity

generation assets, transmission systems and pipelines. The proposed Wisconsin buildout will

require up to 4-6 GW of reliable, dispatchable electrical power, 4-6 GW of intermittent wind and

solar power, and new gas transmission piping to support electricity generation, which is a

significant buildout. Each data center campus will need to be served by multiple high-voltage

transmission lines, each carrying 0.2-0.5 GW of demand or more, because most facilities will

require dual energy sourcing for reliability purposes. This infrastructure will have to undergo an

extensive and likely contentious permitting process.

Water use

Accurately assessed, the demands on water supply will likely be less controversial than energy

infrastructure concerns. Microsoft, Vantage Data Centers and others plan to use dry‑cooling

systems with adiabatic backup during high‑temperature periods for all new data centers

regardless of location. The first phase of Microsoft’s Mount Pleasant campus is expected to use

approximately 8 million gallons of water per year, averaging 22,000 gallons per day (equivalent

to150 residential homes) and peaking at several 100,000 gallons on hot days. These water-use-

levels are easily supported by 51.1 million gallon per day capacity of the Racine water district

(which is the water supplier to the data center).

Energy and water use reporting

A community-first pledge should include clear reporting of individual data center energy and

water use. Although the Microsoft plan commits to disclosing water use, it notably does not

address reporting of total and IT energy consumption. To meaningfully address community

concerns, operators should publish facility-level energy and water data.

Many operators now set net water-positive goals, but these are often reported only at the
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corporate level. A more effective approach is facility-specific annual reporting that details water

saved or recovered, both cumulatively and for the reporting year, compared with facility water

consumption to ensure such efforts are validated against the net-positive objective.

Observations

Emerging opposition to new and expanding data center campuses is pushing operators to rethink

how they communicate their energy and water use. Although Microsoft, Google, CoreWeave,

OpenAI, Equinix and others have pledged greater transparency, they still emphasize corporate-

level offsets and hesitate to share facility-specific data. Microsoft’s latest community engagement

plan does not break with this trend. Without adopting detailed, site-level reporting, operators will

struggle to convince communities and regulators that they are genuinely addressing the impact on

local communities and managing resources responsibly.

ABOUT THE AUTHOR

 

Jay Dietrich
5 Feb 2026
Jay is the Research Director of Sustainability at Uptime Institute. Dietrich looks

beyond the hype to analyze the transformations required in energy and IT

systems, data centers and software management systems, and intra-

organizational collaboration, both within and between companies, to deliver

sustainable data center operations.

jdietrich@uptimeinstitute.com

mailto:jdietrich@uptimeinstitute.com


© COPYRIGHT 2026 UPTIME INSTITUTE. ALL RIGHTS RESERVED.

About Uptime Institute

Uptime Institute is the Global Digital Infrastructure Authority. With over 4,000 awards issued in over
122 countries around the globe, and over 1,100 currently active projects in 80+ countries, Uptime
has helped tens of thousands of companies optimize critical IT assets while managing costs,
resources, and efficiency. For over 30 years, the company has established industry-leading
benchmarks for data center performance, resilience, sustainability, and efficiency, which provide
customers assurance that their digital infrastructure can perform across a wide array of operating
conditions at a level consistent with their individual business needs. Uptime’s Tier Standard is the IT
industry’s most trusted and adopted global standard for the design, construction, and operation of
data centers.

Offerings include the organization’s Tier Standard and Certifications, Management & Operations
reviews and assessments including SCIRA-FSI financial sector risk assessment, the Sustainability
Assessment, and a broad range of additional risk management, performance, availability, and
related offerings. Uptime Education training programs have been successfully completed by over
100,000 data center professionals, such as the much-valued ATD (Accredited Tier Designer) and AOS
(Accredited Operations Specialist). The Uptime Education curriculum has been expanded by the
acquisition of CNet Training Ltd. In 2023.

Uptime Institute is headquartered in New York, NY, with offices in London, Sao Paulo, Dubai, Riyadh,
and Singapore, and full-time Uptime professionals based in over thirty-four countries around the
world.

For more information, visit www.uptimeinstitute.com

http://www.uptimeinstitute.com

